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1 Introduction

This document describes the results of performance tests executed on the Release 1 TReK software.  The second section describes the different hardware and software configuration variables for a computer running TReK and which ones help performance.  It is not the intent of this document to describe an exact configuration to run the TReK software.  Instead, the information contained here should help in determining what hardware and software is necessary for obtaining the level of performance described in each test.

The third section will describe the TReK applications and the configurations used for tests.  This section will describe changes made to the default configuration needed to obtain better performance.

The fourth section describes how these results are interpreted within this document and the criteria used for those interpretations.

The final section will describe each performance test and its results.  Many different tests were executed to try to provide as much information as possible on how TReK performs under different scenarios.  The data rate and CPU usage is available for each test to help in determining how well TReK performs.

2 Configuration Variables

There are multiple variables that can affect TReK performance.   These variables include the amount of memory available, the processor speed and the number of processors available, and the type of device used for disk access activities.  This section discusses each of the variables.

2.1 Memory

Early tests with TReK software indicated that adding memory to the computer could significantly help performance.  Whenever TReK is asked to process a packet with many parameters, record large amounts of data, or forward many packets, adding memory may be necessary to maintain high performance.

2.2 Processor Speed

The faster the clock speed, the better the performance is probably a true statement.  However, just because the clock speed increases by 20% doesn’t mean you will get a 20% improvement.  Many factors go into overall system performance.  The most critical is probably the processor itself.  As processor speeds go up, performance generally increases.

2.3 Single Processor vs. Dual Processor

Since almost all of the TReK applications are multithreaded, dual processor systems outperform single processor systems running TReK.  This becomes even more critical as user interaction, X Windows, web surfing, and other activities are considered.

2.4 Hard Drive:  SCSI vs. IDE

SCSI hard drives consistently do better than IDE hard drives for recording of telemetry by TReK.  Other types of hard drives are available and have not been tested.

2.5 Graphics Card:  PCI vs. AGP

PCI graphics cards must compete with the network card(s) for PCI bus time.  When data is being sent at a high rate, the refresh rate and screen size for the monitor must be changed to allow all data to be received.  AGP graphics cards do not have this problem and therefore are a better fit for TReK.

3 Software Configurations

It is important to execute a consistent set of tests to interpret the performance data correctly.  One of the important items to consider is what software will be running during the test.  The TReK system will have a combination of TReK software, COTS products, and user products competing for system resources.

The following sections describe the different software applications that may run on the TReK computer.  Please note that some of the applications were not used in the test.

3.1 TReK Software

The Telemetry Database application was not tested since it is not considered a real time application.

3.1.1 Telemetry Processing

The main features of Telemetry Processing that affect overall performance were tested.  A feature is considered to affect performance if it is associated with processing the data (i.e., for every packet that arrives the feature is invoked).  This would include recording, forwarding, and processing.  Features such as changing the colors displayed were not tested for performance.

	Option
	Default Size
	Size Used

	Processed Parameter Queue
	5
	400

	Maximum Record File Size
	10,485,760
	1,048,576,000

	Network Packet Queue Size
	100
	700

	Network Packet Queue Warning Threshold
	50
	350

	Process Packet Queue Size
	20
	300

	Record Packet Queue Size
	20
	300

	Forward Packet Queue Size
	20
	300


Table 1 Configuration Changes

3.1.2 Training Simulator

The Training Simulator application was used to send data to TReK.  Since this data is supposed to be from an external source, the Training Simulator was run on a separate computer.  This prevented the Training Simulator from taking processor time and memory from the other applications.

3.2 COTS Products

TReK relies on many COTS products to complete the entire system.  The following list contains some of the COTS products that may reside on a TReK system.

· Exceed

· F-Secure SSH

· Netscape

· Internet Explorer

· Microsoft Office (Word, Access, etc.)

· E-mail

Since a “typical” set of applications is not known, these tests do not include any of these applications.  Therefore, it is necessary to add more processor and memory requirements to the test results if these COTS applications are executed during the operation of TReK software.

3.3 User Products

One of the most important parts of TReK is the ability of the user to program applications using the TReK User API.  In order to simulate user applications, a performance computation was written that allows raw, converted, and calibrated data to be retrieved from every packet that arrives.  The exact configuration of the performance computation will be described later in the test sections.
4 Computer Configuration

This section covers the hardware configurations used for the tests.

4.1 PC Configuration

The configuration of the two PCs is shown in Table 2.  Both computers had two network cards to allow forwarded data to be sent to a separate network as described later.

	
	PC-500
	PC-933

	Processor
	Dual Pentium III-500 
	Dual Pentium III-933

	Operating System
	Windows NT 4.0 SP 5
	Windows NT 4.0 SP 5

	Memory
	256 MB 
	512 MB 

	Page File Size
	762 MB
	762 MB

	Network Card (Receipt)
	Intel Pro/100+ Mgmt
	3COM Etherlink 10/100

	Network Card (Forward)
	Intel Pro/100+ Mgmt
	3COM Etherlink 10/100

	Hard Disk
	MB SCSI
	MB SCSI

	Video Card (AGP)
	ATI Rage 128 GL 16MB
	Matrox Millen G400 32MB

	Screen Resolution/Update Rate
	1280 x 1024 / 60 Hz
	1280 x 1024 / 60 Hz


Table 2 PC Configuration

4.2 Network Configuration

Figure 1 shows the network configuration used to execute the performance tests.  
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Figure 1 Network Configuration

Up to five PC’s were used to simulate different telemetry streams.  The performance tests were conducted using the Training Simulator transmitting Packet 5 (APID 7) at different data rates using different data modes.  Packet 5 (APID 7) is 1288 bytes long and is described in detail in the TReK Training Data document (TREK-USER-012) delivered with the TReK software.  Two isolated 100 Mb networks were available for the tests.  Hub 1 was used to support all performance tests and provided network connectivity between the PC’s generating the telemetry streams and the TReK PC test platforms, PC-500 and PC-933.  If a performance test involved forwarding data, Hub 2 was also included in the test.  The second network was used to avoid any collision problems associated with forwarding packets at a high rate on the same network that is used to generate the telemetry streams.  Two additional PC’s were configured to retrieve all the forwarded packets from the second network.

5 Interpreting The Results

Unfortunately, there isn’t a big list of items you can objectively use to interpret how the system is performing.  The following sections list some things we can do to analyze the performance of the TReK system and the terminology used in describing the results.

5.1 Windows NT Task Manager

One of the easiest items to use to find out how the system is operating is the Windows NT Task Manager.  The performance tab on the task manager dialog provides a graph of the CPU usage of each processor on the system.  Each test has an approximate CPU usage percentage.  This percentage was the average as calculated by human observation of the numbers in the dialog.

5.2 Packet Counts

The number of packets sent and the number of packets received for each test was compared.  All test results below had 100 percent packet delivery rates.  This was an important criterion in determining how well TReK performed.  The Telemetry Processing Statistics dialog was used to determine the number of packets received and whether or not any were lost internally while trying to process, record, or forward the data.  In addition, for tests involving forwarding, computers were set up to receive the data to ensure that all the data was actually sent.

5.3 User Applications

The performance computation described above was used in any test involving processing to simulate the user activity required to retrieve data from TReK using the TReK API.  The user applications were required to pull 100 percent of the data in order to consider the test a success.  This computation was used for all tests where processing was “Process Entire Packet” or “Pass-Thru”.

6 The Performance Tests

Eight tests were run on the computers described in Section 4.1 to determine TReK performance characteristics for various TReK configurations.  Dividing the total number of packets (bits) received by the test computer by the test duration determined TReK’s aggregate bit rate for a particular configuration.  All performance tests lasted approximately three minutes.  The aggregate bit rate was spread equally among the streams that were used to support the performance test (i.e., each stream in a test transmitted packets at approximately the same rate to achieve the aggregate bit rate).

6.1 Test 1 – Pass Thru Only

This test involved sending four data streams to the test computer.  The test computer was set up to “Pass Thru” the data.  No recording or forwarding of data occurred.  The performance computation described above retrieved each packet that arrived via the TReK API.  Table 3 shows the results for Test 1.

	
	PC-500
	PC-933

	Aggregate Data Rate
	15 Mbits/sec
	25.6 Mbits/sec

	Average CPU Usage
	55 %
	55 %


Table 3 Test 1 Results

6.2 Test 2 – Record Only

This test involved sending five data streams to the test computer.  The test computer was set up to record each data stream to the disk.  No processing or forwarding of data occurred.  Table 4 shows the results for Test 2.

	
	PC-500
	PC-933

	Aggregate Data Rate
	29 Mbits/sec
	52.1 Mbits/sec

	Average CPU Usage
	60 %
	60 %


Table 4 Test 2 Results

6.3 Test 3 – Forward Only

This test involved sending five data streams to the test computer.  The test computer was set up to forward the data to a different network.  No processing or recording of data occurred.  Table 5 shows the results for Test 3.

	
	PC-500
	PC-933

	Aggregate Data Rate
	25 Mbits/sec
	35.7 Mbits/sec

	Average CPU Usage
	90 %
	45%


Table 5 Test 3 Results

6.4 Test 4 – Record and Forward

This test involved sending four data streams to the test computer.  The test computer was set up to record each data stream to disk and forward each data stream to a different network.  No processing of data occurred.  Table 6 shows the results for Test 4.

	
	PC-500
	PC-933

	Aggregate Data Rate
	20 Mbits/sec
	30.5 Mbits/sec

	Average CPU Usage
	80 %
	35 %


Table 6 Test 4 Results

6.5 Test 5 – Process Entire Packet Only

This test involved sending three data streams to the test computer.  The test computer was set up to “Process Entire Packet”.  Each stream was sent between 1 Mbit/sec and 2 Mbits/sec.  No recording or forwarding of data occurred.  The performance computation described above retrieved each packet that arrived via the TReK API.  In addition, about 50 parameters per packet were retrieved.  Table 7 shows the results for Test 5.

	
	PC-500
	PC-933

	Aggregate Data Rate
	3 Mbits/sec
	5 Mbits/sec

	Average CPU Usage
	70 %
	70 %

	Parameters/Sec
	13,410
	22,230


Table 7 Test 5 Results

6.6 Test 6 – Process Entire Packet, Record and Forward

This test involved sending three data streams to the test computer.  The test computer was set up to “Process Entire Packet”.  Each stream was sent between .5 Mbit/sec and 2 Mbits/sec.  Each packet was also recorded to disk and forwarded to a separate network.  The performance computation described above retrieved each packet that arrived via the TReK API.  In addition, about 50 parameters per packet were retrieved.  Table 8 shows the results for Test 6.

	
	PC-500
	PC-933

	Aggregate Data Rate
	2.45 Mbits/sec
	4 Mbits/sec

	Average CPU Usage
	60 %
	40 %

	Parameters/Sec
	10,969
	17,800


Table 8 Test 6 Results

6.7 Test 7 – Pass Thru, Record and Forward

This test involved sending four data streams to the test computer.  The test computer was set up to “Pass Thru” each packet.  Each packet was also recorded to disk and forwarded to a separate network.  The performance computation described above retrieved each packet that arrived via the TReK API.  Table 9 shows the results for Test 7.

	
	PC-500
	PC-933

	Aggregate Data Rate
	11 Mbits/sec
	20.1 Mbits/sec

	Average CPU Usage
	60 %
	65 %


Table 9 Test 7 Results

6.8 Test 8 – A Typical End User

The final test was an attempt to mix and match the different capabilities into what we determined a typical end user might try.  This typical end user was identified based on our experience talking with different payloads and how they plan on using TReK.

This test involved sending four packets to the test computer.  Two packets (Playback2 and Playback3) were set up as “Pass Thru” with recording.  One (Playback1) was set up with “Process On Demand” and recording.  The Playback1 packet also had a corresponding Performance computation that retrieved about 50 parameters per packet.  The final packet (Real-Time) was set up with “Process On Demand” and recording.  The Value display that is part of the TReK Release 1 installation was used to update 72 parameters every second on the screen for the Real-Time data.

Unlike the other tests, the average CPU usage was kept low.  This provides clock cycles for additional work needed on the computer.  Table 10 shows the results for Test 8.

	
	PC-500
	PC-933

	Aggregate Data Rate
	6 Mbits/sec
	11.1 Mbits/sec

	Average CPU Usage
	25 %
	25 %

	Parameters/Sec
	10,969
	17,800


Table 10 Test 8 Results

7 Conclusion

These results show TReK’s performance when operating in different configurations on computers with different processing capabilities.  In addition to these performance tests, a twenty-three day endurance test was also conducted with TReK.  The endurance test included processing a Packet 5 (APID 7) telemetry stream at a 1Mb/sec (100 packets/sec) rate and processing, recording and forwarding a Packet 5 (APID 7) telemetry stream at a 10Kb/sec (1packet/sec) rate.  TReK received and processed all the packets from the first stream and received, processed, recorded and forwarded all packets from the second telemetry streams without any errors.  

Because of the many variables that may impact TReK performance, all TReK users are strongly encouraged to conduct additional performance tests at their local sites. 
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